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One of the concerns in the use of computer systems is to avoid the leakage of
confidential information through public outputs. Ideally we would like systems
to be completely secure, but in practice this goal is often impossible to achieve.
Therefore it is important to have a way to quantify the amount of leakage, so
to be able to assess that a system is better than another, although they may
both be insecure. Recently there have been various proposals for quantitative
approaches. Among these, there is a rather natural one which is based on the
Bayes risk, namely (the converse of) the probability of guessing the right value
of the secret, once we have observed the output [1]. The main other quantitative
approaches are those based on Information Theory: intuitively indeed the infor-
mation leakage can be thought of as the certainty we gain about the secret by
observing the output, and the (un)certainty of a random variable is represented
by its entropy. The information-theoretic approaches, in the early proposals (see
for instance [2–4]), were based on the most common notion of entropy, namely
Shannon entropy. However Smith has argued in [5] that Shannon entropy, due
to its averaging nature, is not very suitable to represent the vulnerability of a
system, and he has proposed to use Rényi’s min entropy [6] instead. In the same
paper, Smith has also shown that the approach based on Rényi’s min entropy is
equivalent to the one based on the Bayes risk.

In this work, which continues a line of research initiated in [7], we consider
a formalism for the specification of systems composed by concurrent and proba-
bilistic processes, and we investigate “safe constructs”, namely constructs which
do not increase the vulnerability.
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