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Abstract—A new lossless data compression technique called In Section Il, we review the basics of CSE and we present
compression via substring enumeration (CSE) has recently been jn more details what the phase problem is supposed to be. In
introduced. It has been observed that CSE achieves lower Section 111, we propose a simple method that attempts tefess

performance on binary data. An hypothesis has been formulated . . .
that suggests that CSE loses track of the position of the bits the penalty incurred by losing track of the phase. This metho

relative to the byte boundaries more easily in binary data and SImMply consists in addingynchronization bits to the original
that this confusion incurs a penalty for CSE. This paper questions data to help CSE take the byte boundaries into account. The

the validity of the hypothesis and proposes a simple technique effects of the proposed method are experimentally measured
to reduce the penalty, in case the hypothesis is correct. Thein Section 1V, using a variety of synchronization schemes.

technique consists in adding a preprocessing step that inserts . .
synchronization bits in the data in order to boost the performance Section V concludes the paper and mentions future work on

of CSE. Experiments provide strong evidence that the formulated the phase problem and, more generally, on CSE.
hypothesis is true and they demonstrate the effectiveness dfie

use of synchronization bits. Il. COMPRESSION VIASUBSTRING ENUMERATION

A. Review of the Technique

CSE manipulates the data to compress as a string of bits.
Recently, a new lossless data compression technique caligd denote the data B < {0, 1} and the length of the data
compression via substring enumeration (CSE) has been inthy V = |D|. CSE’s compression essentially proceeds like the

duced [1]. CSE compresses data by sending the numberfafowing two embeddedor loops:

occurrences of every distinct substring of the data, enumer For 1 = 1to N do

ating the substrings from the shortest to the longest. While E ' distincti-bit substri D d

the first experiments do not demonstrate that CSE is the best or every distinct-bit substringw of 0

data compression technique yet, they show that it is already Sendnumber of occurrences af in D

competitive and that it is a very promising technique. The data is considered to be circular and, as such, it is
However, it has been noted that the performance of C®iBssible to have substrings that wrap arolihdWe describe

tends to be lower when it deals with binary data as opposedthe operations performed by CSE using a small example.

text-like data. An hypothesis has been formulated thatestsg Let D = 01000001. Figure 1 illustrates the enumeration of

that CSE, since it works at the bit level, is unaware of thie substrings that is performed when compresdngNote

position of the substrings it manipulates with respect ® thhat, for a given length, the substrings are enumerated in

byte boundaries. In other words, CSE is unaware ofptiese  lexicographic order, not in the order in which they appeddin

of the substrings. Indeed, CSE considers the data to be jusdt & the number of occurrences of a substring (e.g., the *

string of bits and the substrings may start and end at arpitran ‘4x00’) and not the substring itself that needs to be sent

bit positions. This bit-oriented point of view would happien at each step.

be a disadvantage for CSE since the statistics of the bitd neeThis description of CSE looks wasteful as, except for a

not be the same at every position inside of the bytes. Still, bery repetitiveD, there are apparentl§(N?) numbers that

enumerating ever longer substrings, CSE manipulates $etsrust be sent in order to descrili®@. However, a practical

substrings that would tend to be in the same phase. In the cdat structure is used by CSE and oflyN) numbers need

of binary data, there would be fewer clues in the originakbyt be sent, resulting in a®(N) time and space complexity

that would help CSE to separate substrings of differentgghador CSE [1]. The original paper only includes a conjecture

and, consequently, CSE would have to make more predictiastating that the used data structure does have linear size bu

on sets of mixed-phased substrings. Mixed-phased sudstrirthe conjecture has been proved independently and the proof

when considered together, would have blended statistiecswhhas yet to appear [2].

would be more poorly predicted by CSE, leading to worse The original paper mentions many reasons why CSE is able

compression. At least, this explanation is that of the givan effectively compress data [1]. In our opinion, the most

hypothesis. We intend to test the validity of this hypothesimportant reason is that the enumeration of the substrihgs o

and see whether we can alleviate the alleged problem of th&rticular length provides a lot of information about theien

phase of the substrings. meration of the substrings that are one bit longer. CSE takes
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[ Length ] Substrings \

1 6x0 2x1

2 4x00 2x01 2x10

3 3x000 1x001 2x010 1x100 1x101

4 2x0000 1x0001 1x0010 1x0100 1x0101 1x1000 1x1010

5 1x00000 1x00001 1x00010 1x00101 1x01000 1x01010 1x10000 1x10100

6 1x000001 1x000010 1x000101 1x001010 1x010000 1x010100 1x100000 1x101000

7 1x0000010 1x0000101 1x0001010 1x0010100 1x0100000 1x0101000 1x1000001 1x1010000
8 1x00000101 1x00001010 1x00010100 1x00101000 1x01000001 1x01010000 1x10000010 1x10100000

Fig. 1. Substring enumeration fo81000001".

into account the fact that a substriag b, wherea, b € {0,1} include “clues” about the phase. For instance, (mostly} pur
and w € {0,1}*, is an extension of both substringsw Ascii text is such that (almost) all the bytes have their most
andw b. The enumeration proceeds by predicting the numbsignificant bit at zero. These zero bits tend to group same-
of occurrences of thébit substrings0w 0, 0w 1, 1w 0, and phase substrings together. For example, if we consider two
1w 1 at once, which all share a commadh— 2)-bit core w. 8-bit out-of-phase substrings each with their phaseit at
CSE takes the equations zero:

aG a7 as 01 a2 a3 a4 a5

Cv: 710+Cv1 and CU:COU+CIU b3 b4 bs b6 b7 bs 01 b2

into account when making its prediction, whef® denotes and if we suppose that the other bits are purely random, then
the number of occurrences of a substringn D. these substrings have half the chances of being equal due to

CSE has some (more or less tight) links to previous corthe misalignment of the phadezero bits. The longer the
pression techniques, namely to prediction by partial matcbonsidered substrings, the more the phhagero bits reduce
ing [3], [4], antidictionaries [5], LZ77 [6], LZ78 [7], andhe the chances that the substrings are equal. Still, the z¢so bi
Burrows-Wheeler transform [8]. offer no guarantee that two substrings need to be in the

) same phase, no matter how long the latter are. Nevertheless,

B. The Problem with the Phase the hypothesis is that the mere tendency to have phases

In the experiments presented in the original paper [1], fihatched for the substrings in text-like data helps CSE to
has been observed that CSE is not as competitive on bin&stter compress text-like data. Note that the hypothesés do
(or non-text) data as on text-like data. The authors posed thot claim that CSE is madeore aware of the phase in any
hypothesis stating that CSE, viewing files as strings of, bitay, it just claims that same-phase substrings tend to group
suffers from unawareness of thghase, i.e. the position of together when their length increases. In the case of binary
the bits of the substrings with respect to the boundariebef tdata, there typically is no such bit that is constant in every
bytes. Indeed, all the benchmark files are made of bytes a&nd kiyte. There might still exist clues that suggest the phase bu
CSE prototype abstracts away the concept of bytes and viewsger substrings need to be manipulated before they start t
the files as eight-times longer strings of bits. Let us make ahare phase. Consequently, CSE makes poorer predictions on
illustration of the difficulties caused by the unawarenddbhe a larger fraction of the substrings.
phase and let us consider the case of executable code. SuppoMaking CSE aware of the phase or making sure that same-
that we have the following two substrings with the same corphase substrings tend to (or are forced to) group togetioer, n
matter the kind of data that is being compressed, could lead
to improvements. This idea is the one that is proposed in the
next section.
where the indices indicate the phase of the bits. Note that
CSE isunaware of those indices. Given that these substrings
come from executable code, it might well be the case thatWhat we propose is to make CSE take into account, in
both substrings start in bytes that encode the opcodesaoivay or another, the phase information. One could think of
machine instructions. Then, in such a case,abitould more countless ways to reach that goal. Here, we intend to stualy th
likely be part of the encoding of the operation performed bgffects of a particularly simple scheme: adding a prepings
an instruction while bitc could more likely be part of the step that insertsynchronization bitsin the data. The simplicity
encoding of a register number used by another instructien. Bes in the fact that the original CSE technique needs not be
such, bita needs not necessarily follow the same statisticadodified in any way. Moreover, the insertion (and removal) of
distribution as bitc. A similar phenomenon is to be expectedhe synchronization bits is a very simple and cheap operatio
for bits b and d. Now, note that CSE is unaware of theDenoting the CSE compressor bythe decompressor, by,
phase inall data, not just in executable code. So why is the synchronization bit adder, by and the synchronization
hypothesized that binary data is especially problematic fbit remover, byr, then the proposed method uses s as
CSE? It is because text-like data would have the tendencydmmpressor andod as decompressor. Since the original CSE
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¢, 0,1, 1,1,0,0, 1,0, 0, d,
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technique is lossless and the combined operation of ingertB. Reliable Synchronization

and removing the synchronization bits is also lossless the For any non-trivial synchronization scheme (i.e. one for
the proposed method remains lossless. More formally, singe, lwr ... wo| > 0), the inserted bits become clues for

bothd o c andr o s are the identity function, thenodocos  cgE g gather same-phase substrings when the latter get long

is also the identity function. enough. However, while all schemes provide clues about the
phase, certain schemes are more informative than mere clues

A. Synchronization Schemes We say that a scheme providesiable synchronization when,

fpr any two sufficiently long substrings, the latter can baaiq

codes [9], [10], [11], [12]. In this work, we are not necedyar only if they share the phase. We say that a scheme itself is

interested in the state of the art on synchronization coddgiable if it provides reliable synchronization. Given that we
Rather, we only intend to use one of the simplest synchr?)[e interested into synchronization with the byte bouradari

nization schemes. Since we are interested in nothing mare t@"d that &-bit scheme transforms any byte inta-8 bits, the
making the position of the bits inside of the bytes expligié reliability criterion that we choose requires that two substrings
choose to insert synchronization bits on a per-byte basiseM of at leastk+8 bits be different whenever they are on different

specifically, we are only interested in the insertion of fixeghases. , .
bit paddings inside of the bytes. All of the synchronization Here is an example of a non-reliable scheme: the scheme

schemes that we consider can be characterizedtiystrings, (1t inserts a1’ bit at each end of the byte and &' ‘bit
_,wg € {0,1}*, and the following map)/ on the between an even-phased bit and an odd-phased bit, when

There is a large amount of work on synchronizatio

w1, W, . . ) .
b;tes? the latter appear in that order. More precisely, the scheme
is characterized byw; = w9 = 1, wg = ws = wy = 0,
M(by by ... bg) = wy by wa by ... wg bs we, andwy = wy = wg = wg = €. The fact that the scheme

is not reliable is demonstrated by the following twi8-bit
whereb, ... bg are the8 bits that form a byte. We say that asubstrings:
particular scheme inserts bits per byte ifjw; ... wy| = k.
We also say that it is &-bit synchronization scheme.

Arguably, the synchronization schemes that we choose to
consider are very simple. There exist more sophisticatédl which the original bits have been underlined. The first
synchronization codes whose “performance” are superiSkibstring is directly//(00110000). The second substring
However, the deliberate simplicity of the considered sabemis on a different phase: it starts with the last bits of a
becomes an advantage in this work. There are two reasonstfensformed byte and continues with tBefirst bits of the
this. First, a simple synchronization scheme obviouslgdeta next transformed byte. The substrings are clearly on differ
a simple implementation. Second, we must keep in mind thliases and they are long enough(8 bits). Yet, they are
the bit insertion is a preprocessing step and that the dataemual.
which the synchronization bits are inserted is fed to the CSENow, here is an example of a reliable scheme. It is used in
compressor. The compressor must now compress the origiths experiments that are presented in the next sectiond$t ad
data plus the synchronization bits. In that respect, we wanp’ after the 6th bit and 0111" after the last. Figure 2 shows
to avoid any sophistication in the synchronization scheme that any two13-bit substrings (for the inserted bits) that
make sure that the patterns of the synchronization bitsiremare on different phases must be differérithe underscores
easy for the compressor tearn. denote arbitrary original bits. The values of the latter @b n

Note that our proposal of inserting synchronization bits ®atter since the synchronization bits are sufficient to peed
a kind of gamble. Indeed, when we usekit scheme, we bit mismatches.
cause an expansion of the original file in the hope that the . o
resulting file can be turned into a compressed file that is evén Learnability of the Synchronization Schemes
smaller than when the original file itself is compressed.tTha We mention above that we consider only simple synchro-
is, givenD, we turn it intos(D), which is % times larger nization schemes because these are easy to learn for CSE. We
thanD, in the hope that
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1in other words, once a reliable-bit scheme has been applied, the fact
\C(S(D))\ < \C(D)| that two substrings are at leggt+ 8)-bits long and that they are on different
phases implies that the substrings are necessarily diffeMaturally, the

- . . reverse does not hold: even if two substrings of at I&ast8 bits are on the
This is stronger than asking fefD) to be more compressible same phase does not mean that they are equal.

(in terms of compression ratio) thdn, i.e. 2In other words, by considering any two distinct rowsand i/ (i # i)
of the matrix, one can always find a colurmgnsuch that the entrieéi, j)
\c(S(D))| \c(D)| an3d (_z’,]) contain synchronlzat!oq bits of qpposne va_lues. -
s Since every row of the matrix is a rotation of the first one, isisficient
|3(D)‘ |D| to show that the first row is necessarily different from eamh ¢/, for i’ > 1.

. . o . In each row:’, the bit that causes a mismatch with the first row is typeset in
which is trivial to achieve. bold.



during the enumeration of the2-bit substrings. The fact that
Cow = 0 implies thatCy,,0 = 0 and Cy,1 = 0. The
latter equalities imply that ,o = Cyo andCy 1 = Cyp 1.
—————— - = Both the compressor and the decompressor can reach the
- same conclusions without the need for any information to
be transmitted from the former to the latter. These necgssar
—————— conclusions follow from the fact that,,, = 0.° More related
—————— to the matter of synchronization, such necessary congalasio
————— follow whenever the leading (or trailing) bits of the sulbsgs

- == in S happen to be synchronization bits.

- - Let us consider the case where the leading bits of the
- substrings inS appear at phase. In this case, the leading
————— - - - bits arenot synchronization bits. But what about the trailing
bits? They appear at phase(i.e. 22 positions more to the
right, modulo13), so they are not synchronization bits either.
In other words, both leading and trailing bits are originis$ b
Consequently, there is no synchronization effect thate®rc
j%least one o’ o, Cuw1, Cow, andCy,, to be zero. Note

tion schemes. In its enumeration of the substrings from t here | hioe th he f b be
shortest to the longest, CSE quickly reaches lengths tleat att ere s nothing that preventst € four numbers to be zer
ejiger; it all depends on the bits originally presentn In

great enough to have the considered sets of substrings to | h dicti iah ire th L
necessarily synchronized. Whenever CSE manipulates a segf%?ira’ suc ? pre ;]Ct'on step might rer?w(rje the transom'ss
synchronized substrings and that the bits to predict aeeit' " ormation from the compressor to the decompressor.

end of the core happen to be synchronization bits, then thef* (ransmission “for free” during an enumeration step hap-
" i.e. without any need for apens each time CSE manipulates a multisethere the corev

prediction is made “for free”, | H b hronized and the ph £ aith
explicit transmission of information from the compressor IS long enough to be synchronized and the phase of either

the decompressor. We illustrate the process of a predictiif @S Of theb;s happens to be that of synchronization bits.

step in more details in the following. In many other circumstances, the transmission needs not be
For the sake of illustration, we consider the reliable syach for frr]ee - when B_on.e 0; the_“s or tr;]ebis h?)ve the Ehas_e %f_

nization scheme of Figure 2. We use phases, or bit positioﬁg,nC ronization bits; whew Is too short to be synchronized;

that range betweehand13. For instance,0’ synchronization or when the synchronization scheme itself is not reliablgén
bits appear at phase® and 10 and ‘4’ synchronization first place. In the case of a reliable synchronization scheme

bits appear at phasesi, 12, and 13. Let us consider the we say that CSE pays a cost fearning the synchronization

substrings of length, sap3 bits that havew as their core. _scheme only during the enumeration steps in which the core

Let S be the multiset of the occurrences of these substrinq .short. Once the manipulated substrings are long enough,
{a1wbi, ..., apwby}.* At this step, we need to predict e description of the synchronization bits ceases to inoyr
the nurr;bers’of OCCUITENCES, .y 0, C 1 Chwo, andCh o1 cost. In the case of non-reliable synchronization schethes,

w Oy w 1y w Oy w 1y

given that the numbers of occurrena@so, Cy 1, Cow, Ci w, picture is less clear.
andC,, are already known. Note that we ha@g, = k. With

its 21 bits, w is long enough to have all of its occurrences o ]
synchronized; likewise for the substrings . Now, we N order to test the validity of the hypothesis about the
consider two cases: one where the leading bits of the sapstri Unknown-phase penalty incurred by CSE and also in order to
appear at phase2 and one where the leading bits appear &peasure the effectiveness of our proposed technique, we mak
phase9. some experimental comparisons. We measure the performance

Let us consider the case where the leading bits of tRé CSE when preprocessing the data usiagit schemes, for
substrings inS appear at phase2. Note that, in this case, Various values of. We also include measurements on CSE
the leading bits happen to be synchronization bits. Sin¥éthoutany synchronization scheme and measurements on the
the bits appearing at phas@ are 1’, then we have that Burrows-Wheeler transform (BWT) [8], a variant of prediction
a1 = ... =ax = 1. In other words, all the occurrences of DY partial matching called PPM*C [3], [4], and a technique
are preceded byt' (and none by ¢"). This implies that the Pased on antidictionaries [5]. The measurements for both BWT
equalitiesCy ., = 0 and Cy,, = k must have been establishend PPM*C come from the paper that presents PPM*C [4].

The variant of CSE that we use in these experiments is
4We use amultiset instead of aset because we are interested in countingsimilar to the one that is the most competitive in the origina
the occurrences, not just in detecting their existence. tAwsruld have at presentation of CSE [1]. It is a variant that learns how to

most four elements sineg;, b; € {0, 1}, for 1 < ¢ < k. A multiset is a data e
structure with the right degree of precision since, for thieesof the prediction make predlctlons on the numbers of occurrences. However,

that is about to happen, we need to know the number of occuseoicthe
substrings but not their relative order ID. 5A similar effect would happen in caggy ,, = 0, Ciyo =0, 0r Cyy1 = 0.

ol
o
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Fig. 2. Demonstration of the reliability of &bit scheme.

explain here what it means for CSE learn the synchroniza-
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k Synchronization Scheme | File  [BWT[PPM]Anti [CSE[ S-1] S-2] S-3[ S-4[ S-5]

T - 0 bi b 2.07]1.91][2.56[1.98[1.95]1.92]1.92]1.91[1.90

2 01 bookl [[2.49]2.40]3.08]2.39]2.38(2.37]2.39]2.42]2.43

3| _ 011 book2 |[[2.13]2.02]2.812.07]2.06 | 2.06 | 2.06 | 2.05 | 2.04

4 0111 geo 4.45)4.836.22|5.35[5.21 [ 4.98 | 4.81 | 4.70 | 4.63
51 0 0111 news || 2.59 [2.42]3.42(2.52(2.49]2.46 | 2.45 [ 2.51 | 2.55
______ - obj1 [[3.98[4.00|4.87[4.46|4.53]4.43[4.32]4.24|4.17

Fig. 3. Synchronization schemes used in the experiments. obj 2 2.64(2.43]3.61|2.71|2.69|2.59]|2.53|2.49 247
paper 1/ 2.55[2.37]3.17 | 2.54 | 2.51 | 2.48 | 2.47 | 2.46 | 2.44

paper 2 2.51[2.36]3.14 | 2.41]2.39]2.38 ] 2.382.37[2.36

the variant that we use here processes block§1afKB at |paper3|| — | — | — [2.73]2.70]2.69]2.68 | 2.67 | 2.65
a time (i.e.2%? bits per block), instead of MB. Some of |paper4| — | — [ — [3.20(3.16|3.13[3.13|3.10 |3.07
the benchmark files that we use do not fit in a single blockaper5| — | — | — [3.33]3.29]3.27]3.24|3.22|3.19
Others become larger than a block once synchronization biggper6| — | — | — [2.65|2.61|2.58 | 2.56 | 2.55 | 2.52
are inserted. Dividing a file into multiple blocks reduces th Pi € 0.8310.85/1.09]0.77|0.84|0.83 | 0.83]0.84 | 0.83
effectiveness of CSE. The set of benchmark files that we y£609¢ || 2.58 |2.403.18 | 2.60 | 2.58 | 2.54 | 2.52 | 2.50 | 2.48
is the Calgary corpus [13]. progl || 1.80[1.67|2.24|1.71|1.70|1.69|1.68 | 1.67 | 1.66
We considered various synchronization schemes, pickingP409P | 1.791.62|2.27|1.78 | 1.76 | 1.73 | 1.71 | 1.70 | 1.68
particulark-bit scheme for eack going from1 to 5. Whenk trans || 1.57|145]194]160]1.58]1.53]1.52]1.50] 1.48

is 5 or more, it becomes possible to obtain reliable synchro- Fig. 4. Experimental results (in bits per character).
nization. Naturally, we chose &-bit scheme that provides
reliable synchronization. For smaller values igfwe (rather ) )
arbitrarily) chose simplifications of the-bit scheme. Figure 3 duestion was about whether CSE really incurs a penalty due to
describes each of the schemes we picked. The underscd@dse unawareness when it deals with binary data. The second
denote the original bits that come from the transformedsytéluestion was whether inserting synchronization bits msi
Figure 4 presents the measurements we obtain on the data could improve CSE’s performance. The answer to
benchmark files. The column titles identifies the results fépe first question was about half of what we expected, in
BWT, PPM*C, antidictionaries, CSE without synchronizatiofl€ sense that it was even more positive than we thought.
bits, and CSE when - to 5-bit synchronization scheme is!ndeéed, CSE does incur a penalty due to the unawareness
used, respectively. In each row, the best results are itetica®f the bits phase. We can conclude this by measuring the
in bold. Note that the measurements for BWT, PPM*C, arfktent by which it is possible to improve compression by
antidictionaries on the filepaper 3, ..., paper 6 do not doing nothing more than providing CSE with clues about
appear in the original papers [4], [5]. We mention thes@® phase. What we expected less was that CSE incurs a
benchmark files nevertheless since it is interesting to lsee Penalty on almost all kinds of data; it is just that the sayeri
effect of synchronization on the performance of CSE itself.tends to be higher on binary data. We must concede that
We observe that, except for a few files, the more numeroti@ experimental results cannot be seen aforanal proof
the synchronization bits are, the better CSE performs. Alshat the hypothesis is true. Rather, it is more accurate yo sa
the insertion of any number of synchronization bits tends that they provide strong evidence in favor of the hypothesis
help, even when the obtained synchronization is not refiablfNis iS because: the insertion of the synchronization bits
We do not observe any dramatic improvement when reachifgnnot reduce the entropy of the original data; the inserted
the column labele®-5, where reliable synchronization is usedSynchronization bits cannot hope to do more than act as phase
These results suggest that CSE is able to benefit from the g&@kers; and so it would be hard to justify a claim that
of most synchronization schemes and that it does not se@jfichronization bits compensate for a CSE weakness other
to have difficulty to learn the patterns of the synchronizati than phase unawareness. The answer to the second question
bits. In the case of the binary filageo, obj 1, andobj 2, is definitely_ positive. Inserting synchronization bits idvga _
we observe that synchronization improves the competiéigen Preprocessing step does help CSE, even though the insertion
of CSE, significantly reducing the gap between CSE and tfiest causes the expansion of the data. We observed as a genera
leaders. The filepi ¢ contains binary data too but it doedendency that the more numerous the inserted synchramizati
not benefit from synchronization. In fagij ¢ is a black-and- bits are, the more improved the compression performance is.
white image whose information is already organized at the Hih€ use of a reliable synchronization scheme is not mangator
level. There can be no benefit by making the byte boundar#sobtaining interesting improvements.

explicit and the inserted synchronization bits only turroian ~ There are many other experiments that ought to be con-
overhead for CSE. ducted on the phase problem of CSE. First, we only tested

synchronization schemes that, at best, guaranteed synchro
V. CONCLUSION nization after13 bits, which is the length of a transformed
This paper considered the hypothesized weakness of CI3fe @ bits plus5 synchronization bits). Since compression
on binary data due to phase unawareness by CSE. The fiestds to improve with the number of inserted synchroniratio
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