I. INTRODUCTION

State estimation refers to a filtering problem which uses the observation history to infer the underlying hidden state. It has been widely used for real applications in science and engineering, such as economics, biostatistics, signal processing, robotics, etc. Because the foundation of understanding dynamic systems is to estimate its true state over time, an accurate and efficient filtering technique is highly crucial for dynamic phenomena analysis. For example, a mobile robot attempts to find where it is via state estimation if it wants to finish the high level tasks like path planning in the real environment [1].

During the past decades, there have been a great number of stochastic filtering algorithms. One of the most famous technique is Kalman filter (KF) [3]. KF is the best-known optimal filter for linear systems with Gaussian noises. But it is relatively theoretical since most real applications are nonlinear and/or nongaussian. Hence, many extensions including extended kalman filter [4] and unscented kalman filter [5] have been investigated to efficiently estimate the hidden state. However, all those extensions approximate the posterior distribution as a gaussian distribution using KF framework, so they terribly deteriorate the estimation performance when the true posterior is highly nongaussian.

A class of particle filters based on sequential monte carlo sampling method [6] [7] [8] is an alternatively effective way to approximate the arbitrary nongaussian posterior by recursively stochastic sampling. The typical sampling importance resampling (SIR) particle filter consists of two steps - important sampling and resampling at each time to estimate the important region of posterior [7]. However, SIR particle filter suffers weight degeneracy problem: the variance of the particle weights will be very large after a few iterations [7], which means that most particles are wasteful with very small weight. The resampling step hides this problem by replicating the particles with large weight, introducing thus a high correlation between particles. In fact, the root cause of weight degeneracy problem is that particles drawn from the designed proposal distribution are located in the low probabilistic regions of true posterior [10]. Hence, choosing a better proposal distribution should be done firstly. In order to approximate the true posterior as close as possible, extended kalman particle filter and unscented particle filter have been developed by local linearization [11]. However, there exists a severe limitation of parametric methods that the density model specified by a few parameters lacks of robustness, especially when the dynamic system is high-dimensional and nongaussian. Bayesian nonparametric technique is a promising strategy that could tackle the estimation problem for more general dynamic systems. Some researchers as [12] [14] [15] proposed a gaussian process based particle filter for robotics. However, the fixed particle number results in the approximation with low computational efficiency, especially when true posterior greatly changes over time. A general particle filter framework for this problem is called KLD-Sampling particle filter [13], which adaptively adjusts the particle number by Kullback-Leibler divergence to improve the estimated performance.

In this paper, we present an adaptive nonparametric particle filter to efficiently solve state estimation problem. The proposed algorithm combines gaussian process based proposal distribution into KLD-Sampling particle filter framework. Firstly, the approximately optimal proposal distribution incorporates current observation information so that the particles would be more likely located at the important region of true posterior distribution. Then, the necessary particles would be drawn by KLD-Sampling at each time step to improve the performance. The outline of this paper is as follows: firstly, we review the state space model and traditional SIR particle filter in Section II. Then a gaussian process based particle filter and KLD-Sampling particle filter will be introduced in Section III and Section IV to deal with the drawbacks in SIR particle filter. In Section V, we propose an adaptive nonparametric particle filter framework. After that, some experiments will be operated in Section VI. Finally, we conclude the paper in Section VII.
II. SAMPLING IMPORTANCE RESAMPLING PARTICLE FILTER

A. Dynamic System Modeling

The state space model for a nonlinear dynamic system with additive noise is defined:

\[ x_t = f(x_{t-1}) + w_{t-1} \]  \hfill (1)
\[ y_t = h(x_t) + v_t \]  \hfill (2)

where at time \( t \), \( x_t \) is the hidden state vector, \( w_t \) is the system noise, \( y_t \) is the observation vector, and \( v_t \) is the observation noise.

With the known distribution of \( w_t \) and \( v_t \), state equation (1) and observation equation (2) represent transition density \( p(x_t|x_{t-1}) \) and likelihood density \( p(y_t|x_t) \). Additionally, it is assumed that state transition and observation process satisfy first-order Markovian, then state space model is transformed into hidden Markov model which consists of initial density \( p(x_0) \), transition density \( p(x_t|x_{t-1}) \), and likelihood density \( p(y_t|x_t) \). The filtering problem aims to evaluate the posterior distribution \( p(x_t|y_{0:t}) \) and/or \( p(x_0|y_{0:t}) \) [2].

B. SIR Particle Filter

For a general filtering problem \( p(x_{0:t}|y_{0:t}) \), if the samples \( x_{0:t}^{(i)} \) \( (i = 1, \ldots, N) \) could be generated from \( p(x_{0:t}|y_{0:t}) \), then we have Monte Carlo approximation:

\[ \hat{p}(x_{0:t}|y_{0:t}) = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_{0:t}^{(i)}}(x_{0:t}) \]  \hfill (3)

where \( \delta_{x_{0:t}^{(i)}}(\cdot) \) is the dirac mass at \( x_{0:t}^{(i)} \). However, it is almost impossible to directly apply Monte Carlo sampling methods due to the unknown \( p(x_{0:t}|y_{0:t}) \). Hence, Sequential Monte Carlo Sampling procedure is introduced to iteratively estimate the subtask at each step, which produces a sampling importance resampling (SIR) particle filter [6] [7] [8].

The procedure of SIR particle filter is recursively done as follows: at time \( t \), \( N \) particles are drawn from proposal distribution \( q(x_t|x_{t-1}, y_t) \) that is designed as transition density \( p(x_t|x_{t-1}) \), and then set \( x_{0:t}^{(i)} = \{x_{0:t-1}^{(i)}, x_t^{(i)}\} \) \( (i = 1, 2, \ldots, N) \). Secondly, particle weights are calculated and normalized by likelihood density \( p(y_t|x_t) \). Finally, current \( N \) particles are resampled with their weights to obtain \( N \) equal-weighted new particles for the next step. Using the particles at time \( t \), Monte Carlo approximation could be represented as:

\[ \hat{p}(x_{0:t}|y_{0:t}) = \sum_{i=1}^{N} \tilde{w}_t(x_{0:t}^{(i)}) \delta_{x_{0:t}^{(i)}}(x_{0:t}) \]  \hfill (4)

where importance weight \( \tilde{w}_t(x_{0:t}^{(i)}) \) is normalized to \( \tilde{w}_t(x_{0:t}^{(i)}) \).

Even though SIR particle filter has been widely used in the real applications [11] [18], there are two main drawbacks [10] [13]. Firstly, the resampling step just transforms particle degeneracy problem into another form - sample diversity impoverishment because of copying the important particles with large weights, but it does not solve weight degeneracy. The underlying cause is that the particles are not located at the important region of posterior distribution because the proposal distribution does not contain the new information from the observation \( y_t \). In fact, the weight update is

\[ \tilde{w}_t(x_{0:t}^{(i)}) = \frac{p(x_{0:t}, y_{0:t})}{q(x_{0:t}|y_{0:t})} \]
\[ = \frac{p(y_t|x_t)p(x_t|x_{t-1})p(x_0, y_0)}{q(x_t|x_{t-1}, y_t)p(x_0, y_0)} \]
\[ = \frac{p(y_t|x_t)p(x_t|x_{t-1})}{q(x_t|x_{t-1}, y_t)}w_{t-1}(x_{0:t-1}) \]  \hfill (5)

SIR particle filter simply applies the transition probability \( p(x_t|x_{t-1}) \) as the proposal distribution \( q(x_t|x_{t-1}, y_t) \) at each time step, which gives

\[ \tilde{w}_t(x_{0:t}^{(i)}) = p(y_t|x_t)w_{t-1}(x_{0:t-1}) \]  \hfill (6)

Since we do resampling at each time step, the weights at \( t - 1 \) are the same which means that \( w_{t-1}(x_{0:t-1}) \) could be removed and (6) becomes:

\[ \tilde{w}_t(x_{0:t}^{(i)}) = p(y_t|x_t) \]  \hfill (7)

But this simplification would lead to a SIR particle filter which is very sensitive for the outliers and it sequentially predicts the next state blindly, especially when the likelihood is relatively narrow. In figure 1, the high probability region of the proposal distribution \( q(x_t|x_{t-1}, y_t) \) is the low probability region of target distribution \( p(y_t|x_t)p(x_t|x_{t-1}) \). Hence the samples that we blindly draw from proposal distribution are not located at the important region of target distribution, which causes that the weight distribution according to likelihood distribution \( p(y_t|x_t) \) does not approximate the target distribution. The fundamental reason is that the variance of likelihood distribution is usually relatively small, as shown in figure 1. It means that the current observation accurately describes the current state but the proposal distribution does not consider it. Hence, proposal distribution in

![Fig. 1. Important Sampling at one step in Particle Filter. There is only 1 non-zero weight (rightmost star) in the weight distribution.](image-url)
III. GAUSSIAN PROCESS BASED PARTICLE FILTER

In order to solve the problem of particle distribution in particle filter, one can apply the optimal proposal \( p(x_t|y_{t-1}) \) in the weight update. However, it is impossible to do so because this optimal proposal is actually unknown. We can therefore approximate it using density estimation methods. The parametric methods in general could not completely catch the dynamic phenomena in the complicated high-dimensional systems. In contrast, nonparametric methods are more robust to learn the distribution. Recently, a gaussian process based particle filter is proposed in [12] to learn the optimal proposal distribution to efficiently detect failure on mobile robots.

A. Gaussian Process Regression

A gaussian process is a set of random variables, any finite number of which has a joint gaussian distribution [16]. It is a nonparametric method which represents a gaussian distribution with \( k \) degrees of freedom.

A regression problem could be solved by the gaussian process regression model learning problem using gaussian process. The training set \( (x_i, y_i) \) consists of \( n \) feature input instances \( x_i \) \((i = 1, 2, ... , n)\), and \( y \) of \( n \) output vector which is generated by

\[
y_i = g(x_i) + \epsilon
\]

\( g \) is a nonlinear function and \( \epsilon \sim N(0, \sigma^2) \). Since the joint distribution of output variable vector \( y \) is a multi-variable gaussian distribution [17], given a test input \( x_t \), a predictive density over the target output \( y_t \) is specified as a conditional gaussian distribution according to the training set:

\[
p(y_t|\hat{\mu}(x_t, Dataset), \Sigma(x_t, Dataset)) = N(y_t; \hat{\mu}(x_t, Dataset), \Sigma(x_t, Dataset))
\]

with the mean

\[
\hat{\mu}(x_t, Dataset) = k^T(x_t, \theta) [K + \sigma^2 I]^{-1} y
\]

and the variance

\[
\Sigma(x_t, Dataset) = k(x_t, \theta) - k^T(x_t, \theta) [K + \sigma^2 I]^{-1} k
\]

where \( k \) is the kernel matrix of training set. The kernel function \( k \) specifies the element for \( k \) and \( K: k[i,j] = k(x_i, x_j) \), \( K[i,j] = k(x_i, x_j) \). One of the most popular kernel functions is gaussian kernel:

\[
k(x_i, x_j) = \sigma^2 \exp(-0.5(x_i - x_j)^TW(x_i - x_j)^T)
\]

\( \sigma^2 \) is the signal variance, \( W \) reflects the smoothness of the process [14]. Those hyperparameters \( \sigma^2, \sigma^2 \) and \( W \) could be learned via maximum likelihood [16] [17].

B. SIR Particle Filter with Gaussian Process Proposal

The optimal proposal \( p(x_t|y_{t-1}, y_t) \) actually reflects the nonlinear relationship between \( [x_{t-1}, y_t] \) and \( x_t \):

\[
x_t = g(x_{t-1}, y_t) + \epsilon
\]

where \( g \) is a nonlinear unknown function, \( \epsilon \sim N(0, \sigma^2) \).

This underlying relationship provides the possibility of applying gaussian process regression to learn the optimal proposal distribution. The density estimation is transformed as a model learning problem using gaussian process. The training set \( t = 1, 2, ..., T \) is \( Data = <[x_{t-1}, y_t]> \), then the gaussian process regression model is:

\[
q(x_t|x_{t-1}, y_t) \sim N(\mu([x_{t-1}, y_t], Data), \Sigma([x_{t-1}, y_t], Data))
\]

Applying gaussian process based proposal distribution into SIR particle filter results in the following algorithm:

- For \( t = 0, 1, 2, ..., T \)
  1) For \( i = 1, 2, ..., N \):
    a) sample \( x_{i,t} \) \( \sim q(x_t|x_{t-1}, y_t) \)
    b) set \( x_{0,i} = \{x_{i,t-1}, x_{i,t}\} \)
  2) For \( i = 1, 2, ..., N \): calculate the weights by

\[
w_i(x_{0,i}) = \frac{p(y_t|x_{i,t}) p(x_{i,t}|x_{i,t-1})}{q(x_t|x_{t-1}, y_t)}
\]

  and then normalize to \( \tilde{w}_i(x_{0,i}) \)
  3) resample the current \( N \) particles by their weights to obtain \( N \) new particles with equal weights \( 1/N \)

Notice the optimal proposal \( p(x_t|x_{t-1}, y_t, u_{t-1}) \) for real robot systems should contain control input \( u_{t-1} \) [12].

IV. KLD-SAMPLING PARTICLE FILTER

As previously stated, the necessary particle number, which is determined by the complexity of posterior density, highly affects the performance of state estimation. For example, if the posterior is highly nongaussian, we apparently need more particles to capture it, vice versa. However, SIR particle filter fixes the particle number, which results in a poor performance if the posterior distribution varies greatly over time. For improving computational efficiency, KLD-Sampling particle filter has been proposed by [13]. By using Kullback-Leibler divergence(KLD) to restrict estimated error, this approach adaptively regulates the particle number over time according to the posterior complexity:

\[
KL[\hat{p}(x)\|p(x)] = \sum x \hat{p}(x) \log(\hat{p}(x)/p(x))
\]

where \( \hat{p}(x) \) is the discrete estimation of \( p(x) \). For any discrete \( p(x) \) with \( k \) different bins, the number of samples from \( \hat{p}(x) \) is computed as:

\[
N_j = \chi^2_{k-1,1-\delta}/2\epsilon
\]

It ensures that KLD between the true density and its maximum likelihood estimation is smaller than \( \epsilon \) with \( 1-\delta \) confidence. In the formula (17), \( \chi^2_{k-1} \) is the chi-square distribution with \( k-1 \) degrees of freedom.
KLD particle filter for the dynamic system in Section II:
1) Initialize $\varepsilon$ and $\delta$
2) For $t = 1, 2, \ldots, T$, set $N = 0, k = 0$
   a) Sample a particle $x_{t-1}^{(i)}$ with the normalized weights at $t - 1$
   b) Sample a particle $x_t^{(N)} \sim p(x_t|x_{t-1}^{(i)})$
   c) Calculate its weight according to $p(y_t|x_t^{(N)})$
   d) if $(x_t^{(N)}$ falls into an empty bin b) then
      i) $k = k + 1$
      ii) Set $b$ non-empty
   e) $N = N + 1$
   f) if $N > N_f$, return $x_t^{(i)}$ $(i = 1, 2, \ldots, N)$. Otherwise, return to a)

For practical robot systems, particles are actually drawn from $p(x_t|x_{t-1}, u_{t-1})$ where $u_{t-1}$ is control input [13]. Notice that the true posterior distribution is actually unknown for filtering problem, which leads to the unknown bin number $k$. Hence at each time step in this algorithm, $k$ is incremental if a drawn particle falls into a new bin. Finally, KLD-Sampling particle filter obtains the necessary particle number $N_t$ to estimate the true posterior distribution.

V. ADAPTIVE GAUSSIAN PROCESS BASED PARTICLE FILTER

Gaussian process based particle filter alleviates the weight degeneracy problem via learning the optimal proposal distribution, but the particle number is always fixed. On the contrary, KLD-Sampling particle filter applies necessary particle number to approximate the posterior distribution but the particles are always drawn from transition probability without considering current observation information.

We now propose a novel hierarchical framework to combine these two methods together to take advantage of their merits so that we can improve the state estimation accuracy and efficiency. Firstly, an approximate optimal proposal is learned by nonparametric gaussian process so that the current observation information could be taken into account when drawing particles from proposal distribution. This step ensures that the sampled particles are more likely located at the high probabilistic region of true posterior distribution to improve the accuracy. Then, this trained proposal distribution is applied into KLD-Sampling particle filter framework to adaptively adjust the particle number for state estimation. This step guarantees that the correctly located particles could be drawn with the approximation requirement according to the complexity of true posterior distribution. Then the drawn particles have high quality and quantity to estimate the underlying hidden states.

VI. NUMERICAL ILLUSTRATION

A. Univariate Nonstationary Growth Model

Considering the classic univariate nonstationary growth model in [8]:

$$x_t = \frac{x_{t-1}}{2} + 25 \frac{x_{t-1}}{1 + x_{t-1}^2} + 8\cos(1.2t) + w_t \quad (18)$$

where the system and observation noise are assumed as gaussian distribution $w_t \sim \mathcal{N}(0, 10)$, $v_t \sim \mathcal{N}(0, 1)$ respectively. The initial state distribution is $x_0 \sim \mathcal{N}(0, 10)$. Time interval is set to 0.01 and the terminal time is 0.5, then the objective is $p(x_{0.50}|y_{0.50})$ that is high-dimensional in temporal space. The setting of the proposed method is as follows: both $\varepsilon$ and $\delta$ are set to 0.05; for simplicity, the hyperparameters in the gaussian process are set: $\sigma_x^2 = 1$, $\sigma_v^2 = 1$ and $W = I$. Finally, 50 training data at each step compose the training data set.

The simulations are shown by respectively running the proposed adaptive nonparametric particle filter and all other particle filters above. The result in figure 2 illustrates that estimation performance is very well using our approach since the approximated state is very close to the true state with high confidence.

![Fig. 2. State estimation by adaptive nonparametric particle filter](image)

Using now root mean squared error (RMSE) as an evaluation criteria, we compare the filtering performance of different particle filters with different particle number in table I. Firstly, SIR particle filter with 10 particles ignores the current observation information since it uses transition probability as the proposal, and consequently, it has to increase the particle number to 100 in order to improve its accuracy. However, SIR particle filter is still inefficient even with 100 particles in that KLD-Sampling approach outperforms it only with average 45 particles. Then, our approach applies an observation-contained proposal in the KLD-Sampling framework instead of transition density, so it obtains a smaller RMSE than the traditional KLD-Sampling particle filter. Secondly, gaussian process based approach with 10 particles performs better than SIR particle with same particle number. The underlying reason is the learned proposal by gaussian process makes the particles located at more important region of true posterior because of considering current observation information. However, the 10-particle gaussian process based method is not good enough with comparison of our proposed method in that our approach applies KLD-Sampling to get the necessary particle number (average 45). Obviously, 10 particles in gaussian process based method is not adequate to completely capture true posterior. Above all, our proposed adaptive nonparametric method gives the best result with around 40 particles.
B. Two-link Robot Arm

The two-link robot arm as proposed in [9] are shown in figure 3. Given the angles $a_1$ and $a_2$, the kinematic model of this robot is:

\[
\begin{align*}
y_1 &= r_1 \cos(a_1) - r_2 \cos(a_1 + a_2) \\
y_2 &= r_1 \sin(a_1) - r_2 \sin(a_1 + a_2)
\end{align*}
\]

where $r_1 = 0.8$, $r_2 = 0.2$, the limited region are $a_1 \in [0.3, 1.2]$ and $a_2 \in [\pi/2, 3\pi/2]$. $(y_1, y_2)$ is the cartesian position.

The goal here is to solve the inverse kinematic problem which estimates the angles $a_1$, $a_2$ given the observation $(y_1, y_2)$ over time, and state space model of this two-link robot arm is

\[
x_t = x_{t-1} + w_{t-1}
\]

\[
y_t = \begin{bmatrix} r_1 \cos(a_{1,t}) - r_2 \cos(a_{1,t} + a_{2,t}) \\ r_1 \sin(a_{1,t}) - r_2 \sin(a_{1,t} + a_{2,t}) \end{bmatrix} + v_t
\]

where state vector is $x_t = [a_{1,t} \ a_{2,t}]^T$, observation vector is $y_t = [y_{1,t} \ y_{2,t}]^T$, system noise is $w_{t-1} \sim N(0, diag\{0.02^2, 0.2^2\})$ and finally, the observation noise is $v_t \sim N(0, diag\{0.001^2, 0.001^2\})$. Thus, the measurement of the observations is very accurate.

The setting of this experiment is as follows: the initial state distribution is equal to the system noise. The robot arm moves 12 times, then the state estimation problem is specified as $p(x_{0:12}|y_{0:12})$. The setting of the proposed method is as follows: both $\epsilon$ and $\delta$ are set to 0.1; for simplicity, the hyperparameters are set $\sigma_\epsilon^2 = 0.1$, $\sigma_\delta^2 = 0.1$ and $W = 1$; 300 training data at each time step compose the training set.

Using our proposed particle filter, we got the following experiment results. In figure 4 and 5, the true angles are well estimated.

Table II shows the performance comparison of different particle filters, where $\text{RMSE}_i$ is the $\text{RMSE}$ of the angles $a_i$ ($i=1, 2$). Firstly, SIR particle filter with 20 particles performs worst. There are two main reasons: (1) SIR approach does not consider the current observation information in its proposal. In this experiment, the observation measurement is highly accurate, which means that current observation could well represent the hidden state. However, SIR particle filter ignores it by using transition density as the proposal. This could lead that more drawn particles are actually located at the low probabilistic region of true posterior. This is why the performance of 20-particle SIR approach is worse than gaussian process based method with same particle number. (2) SIR approach fixes the particle number. From figure 6, fixed 20 particles in SIR method is not adequate since KLD-Sampling particle filter uses average 25 particles to get better estimation. The only way to get a smaller error for SIR approach is to increase the particle number to 150 with the computation load tradeoff. Secondly, gaussian process based method with smaller particle number gets better performance than KLD-Sampling approach. The fundamental reason is that the observation-contained proposal is more similar to the true posterior than the transition density. It causes that particles drawn from gaussian process based method could be more likely located at the important region of posterior than the ones from transition probability in KLD-Sampling approach. In order to overcome the particle location bias, KLD-Sampling approach adaptively increases the particle number. Finally, the proposed method combines both merits in KLD-Sampling and gaussian process based algorithms to get the best estimation with smaller size of particles.

Additionally, figure 7 shows that the true state and the

<table>
<thead>
<tr>
<th>Table I</th>
<th>RMSE Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle Filter (PF)</td>
<td>Particle Number</td>
</tr>
<tr>
<td>SIR PF</td>
<td>10</td>
</tr>
<tr>
<td>SIR PF</td>
<td>100</td>
</tr>
<tr>
<td>KLD-Sampling PF</td>
<td>average 45</td>
</tr>
<tr>
<td>Gaussian Process Based PF</td>
<td>10</td>
</tr>
<tr>
<td>our Proposed PF</td>
<td>average 42</td>
</tr>
</tbody>
</table>
TABLE II

<table>
<thead>
<tr>
<th>Particle Filter (PF)</th>
<th>Particle Number</th>
<th>RMSE1</th>
<th>RMSE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIR PF</td>
<td>20</td>
<td>0.0378</td>
<td>0.1711</td>
</tr>
<tr>
<td>KLD-Sampling PF</td>
<td>150</td>
<td>0.0207</td>
<td>0.1258</td>
</tr>
<tr>
<td>Gaussian Process Based PF</td>
<td>average 25</td>
<td>0.0182</td>
<td>0.1140</td>
</tr>
<tr>
<td>Our Proposed PF</td>
<td>average 15</td>
<td>0.0177</td>
<td>0.1085</td>
</tr>
</tbody>
</table>

estimated state in this robot arm at each time to illustrate that the proposed algorithm is better than the tradition particle filter.

![Fig. 6. Change of particle number over time](image)

![Fig. 7. Two-link robot arm position over time](image)

VII. CONCLUSION AND FUTURE WORK

This paper proposed an advanced adaptive nonparametric particle filter. Firstly, the particles drawn from the learned optimal proposal by gaussian process would more likely locate at the high probabilistic region of true posterior density in that the current observation information is added into the proposal. Then, in order to improve the computational efficiency, we incorporate this gaussian process based proposal into KLD-Sampling particle filter to adapt the particle number over time by KL divergence. The proposed algorithm could use high-quality particles with necessary number to improve the estimation performance. The experiment results show its validity. Future work will firstly implement the proposed method for indoor mobile robot localization after learning the optimal proposal by data collection from map, then apply nonparametric techniques to handle the dual estimation for nonlinear high level control tasks in robotics.
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