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Abstract

Collaborative driving is a growing domain of Intelli-
gent Transportation Systems (ITS) that makes use of
communications to autonomously guide cooperative ve-
hicles on an Automated Highway System (AHS). In this
paper, we address this issue by using a platoon of cars con-
sidered as more or less autonomous software agents. To
do that, we propose a hierarchical architecture based on
three layers (guidance layer, management layer and traf-
fic control layer) which can be used to develop centralized
platoons (where a head vehicle-agent coordinates other
vehicle-agents by applying its coordination rule) and de-
centralized platoons (where the platoon is considered as a
team of vehicle-agents trying to maintain the platoon).
The latter decentralized model will mainly consider a
teamwork related model using architectures like STEAM.
These different coordination models will be compared us-
ing simulation scenarios to provide arguments for and
against each approach.

1. Introduction

Transport systems all over the world are suffering
from spreading problems regarding mainly their traf-
fic flow and safety. To address these traffic problems,
we generally build more highways, but this solution is
greatly limited by the available land areas, which is
running low in most cosmopolitan cities. An alterna-
tive solution which is growing in popularity is to de-
velop techniques that increase existing roads’ capac-
ity by investing in Intelligent Transportation Systems
(ITS) infrastructure [10]. It is shown that ITS may pro-
vide potential capacity improvements as high as 20 per-
cent [25]. ITS can be seen as a complex set of tech-
nologies that are derived from information and com-

puter technologies, to be applied to transport infras-
tructure and vehicles [16]. We can cite as ITS compo-
nents: advanced transportation management, advanced
transportation information system, and commercial ve-
hicle operations. Among these components, there are
sub-components such as automobile collision avoidance
and electronic guidance system. These sub-components
are generally sustained by individual technologies as:
electronic sensors, wire and wireless communications,
computer software and hardware, GPS, GIS, etc. The
main objectives of ITS include: reduce environmental
impacts, enhance safety, reduce congestion, etc.

Collaborative driving is an important sub-
component of ITS that strives to create vehicles
being able to cooperate in order to navigate through
highway traffic using communications. Such a sys-
tem is made possible with the collaboration of a
lower layer of control system, which acts as an Adap-
tive Cruise Control (ACC) [12]. Thus, at its sim-
plest implementation, collaborative driving will add a
layer of communication to the present ACC, to cre-
ate a Cooperative Adaptive Cruise Control (CACC)
and benefit from a communication system to collab-
orate between vehicles’ ACC. The addition of such a
communication system has proved to be a very pos-
itive addition to ITS [31], by helping collabora-
tion from one vehicle to another. Going forward
to a wider level of collaboration, the vehicle pla-
toon model, has used communications to coordinate
platoon members with their platoon leader [29]. Com-
pared with CACC, this vehicle organisation adds a
deliberative system in the lead vehicle, which will co-
ordinate the preceding vehicles equipped with CACC,
to maintain the platoon formation. As a new ap-
proach to this centralized coordination system, we
aim to incorporate the Multiagent vision to the pla-
toon architecture and coordinate the vehicles through
teamwork for agents models [27]. Such an approach in-



corporates autonomous agents in each vehicle that
make use of the communication system, to coordi-
nate each others in a decentralized platoon model.

In this paper, we address the coordination issue for
a platoon of vehicles, by first describing the collabora-
tive driving domain and the simulator used to represent
this environment, in section 2. Then, section 3 presents
the hierarchical architecture we adopted as the driv-
ing system of automated vehicles. Section 4 describes
the different coordination strategies we implemented
and tested in the previous simulator. Section 5 reports
the preliminary results using the comparison of cen-
tralize coordination approaches, to decentralized ones,
using teamwork. Finally, section 6 presents a discus-
sion, followed by the conclusion.

2. Domain of application

Collaborative driving is a research domain which
aims to create automated vehicles that collaborate in
order to navigate through traffic. In this sort of driv-
ing, one generally form a platoon [30], that is a group
of vehicles whose actions on the road are coordinated
by the means of communication. The first vehicle of
a platoon is called the platoon leader and its role is
to manage the platoon and guide it on the road. Our
work comes within this framework and is a part of the
Auto21 project [4][5], a member of the Canadian Net-
works of Centres of Excellence, studying the automo-
bile of the 21st century within three levels of system
functionality [9], examined in parallel.

• In the first level (autonomous longitudinal control),
only the relative distance and velocity of the cars
will be actively controlled in a type of generalized
and distributed “cruise control system” (or ACC).
At this level, steering will be controlled by the hu-
man driver, and the platoon’s leader will be driven
by an expert human driver without any autonomous
control system.

• In the second level of complexity (semi-autonomous
longitudinal-lateral control), the relative lateral and
longitudinal motion of each vehicle, considering the
vehicle preceding it, will be autonomously controlled
all the way up to the platoon’s “lead car”, in a form
of generalized car-train.

• In the third level (fully autonomous longitudinal-
lateral control), the addition of cooperative steering,
using the road and the telematic infrastructure as a
guide for absolute motion control, will provide au-
tonomous road-following capabilities.

2.1. Collaborative Driving Simulator

The environment in which our vehicle coordination
system has been tested is a Collaborative Driving Sys-
tem (CDS) [8] simulator developed to provide user in-
terface and graphical results of our work. Similar to
traffic simulators like Carnegie Mellon’s SHIVA [26], or
California Path’s Smart AHS [3], our simulator called
HESTIA (a screen shot of it, is presented in Figure
1), aspires to a lower level of vehicle simulation, as its
main purpose is to create an environment for the de-
velopment and testing of Intelligent Transport Systems
(ITS). To do so, it simulates a highway environment,
with vehicles represented as 3D shapes, which are using
simulated dynamics and sensors to retrieve information
from the environment, such as the vehicle’s internal
dynamic information and external vehicles’ dynamic
information. The simulator’s environment is based on
JAVA 3DTM’s technology, which offers a 3D environ-
ment in which autonomous vehicles can evolve.

Figure 1. The merge within a platoon forma-
tion in HESTIA 3D simulator.

The simulated vehicles’ model includes longitudi-
nal and lateral vehicle dynamics, wheel model dynam-
ics, engine dynamics, torque converter model, auto-
matic gear shifting and throttle/brake actuators. The
engine and transmission torque converter and differ-
ential was translated from a model developed under
MATLAB/SIMULINK by our partners at Sherbrooke
University [11]. The wheel model and vehicle’s lateral
and longitudinal dynamics were developed using the
theory on wheel slip, tyre side slip angle and friction
co-efficients applied to a single-track model, as well as
the theory on the chassis’ motions models, described



in [14]. The simulated sensors were developed using
the 3D engine of JAVA 3DTM, and for the current
test, each following vehicle are equipped with a vehicle-
based laser sensor for a low-level, inter-vehicle naviga-
tion. This sensor provides information on the front ob-
ject’s (a vehicle) distance and difference of velocity, for
distances up to 100 m, using an abstract model of laser.
The second type of sensor, used for high-level naviga-
tion, is a Global Positioning System (GPS), which gives
real-time information on the vehicle’s position (lati-
tude, longitude), mapped in a two dimensions system.
Finally, we simulated a radio transmitter/receiver on-
board each vehicle for two ways point to multipoint
communications. This communication model includes
adjustable delay, throughput and protocol for different
communication devices. We will not go further on a de-
tailed representation of the simulator’s components, as
it is out of scope for this paper.

Within the hierarchical architecture presented in
section 3, a driving agent is able to use the simulated
sensors, actuators and communication system to inter-
act with the Automated Highway System. The over-
all representation of the simulated models and its user
are show in Figure 2.
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Figure 2. Vehicle simulation environment.

2.2. Simulated driving scenarios

The main scenario of our studies is the maintenance
of the platoon formation, so the two scenarios we will
focus on will be the two main disturbance in this for-
mation: a vehicle splitting, a vehicle merging the pla-
toon. Those two scenarios, represented in Figure 3, can
be detailed as follows for a better understanding:

A Vehicle splitting happens when a vehicle member
of a platoon decides to leave it, thereby forming two
non-empty platoons. To execute this manoeuvre, the

splitter (F2 in Figure 3) must communicate its inten-
tion of leaving the platoon, so the platoon formation
modifies the distances at the front and rear of the split-
ting vehicle as shown in step 1 (S1 ) of Figure 3. When
this new formation gains stability, the splitting vehicle
F2 can change lane, while the rest of the platoon fol-
lowers keep the same distances. When the splitting ve-
hicle safely left the platoon (S2 ), the gap created for its
departure can be closed, thus forming back the prece-
dent platoon, minus one vehicle (S3 ).

AVehiclemerging is the exact opposite of a split ma-
noeuvre: two non-empty platoons merge together to be-
come one. This manoeuvre requires a platoon formed
of only one vehicle, which is L2 in Figure 3, to com-
municate to another platoon its will to join it. Mov-
ing from S1 to S2, the latter platoon will react by cre-
ating a safe space and communicating to the merging
vehicle the dynamic position of this space in its pla-
toon. The merging vehicle modifies its velocity to join
the meeting point, verifies if it is safe to merge and
changes lane to enter the platoon formation and leave
S2 to go to S3. Once the merged vehicle has stabi-
lized its inter-vehicle distance, the platoon can reach
its precedent formation plus one vehicle, by diminish-
ing the distances with the new vehicle. Although, the
steps of the merge task may differ from one coordina-
tion approach to another, this represents the general
pattern of the merge manoeuvre.
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Figure3.The three stepsof the removal (split)
and insertion (merge) of a vehicle in the platoon.

As it has been shown, the insertion and removal of
a vehicle are the most problematic cases of the platoon
formation and this is why the different coordination
models presented in section 4 will focus on the com-
munications involved during those tasks. Since we fo-
cus on the communication and coordination of the pla-
toon, in this first level of complexity, the lateral auto-



mated control will be simulated to enable us to perform
vehicle entrance and exit from the platoon. The lat-
eral guidance system of our current system could then
be seen as the simulation of the human driver’s steer-
ing behavior, or a first phase of the lateral guidance
system. This subject being out of scope from this pa-
per which focuses on communications, we will not de-
tail the lateral controller.

3. Hierarchical Architecture for Collab-

orative Driving

The architecture we adopted for our driving sys-
tem is based on a hierarchical approach [4]. This model
uses a more reactive system as the bottom of the ar-
chitecture and moves forward to a more deliberative
system as it raises to the upper levels. This approach
was inspired by widely used hybrid behavioral architec-
tures [22], but organized in a more hierarchical manner
[2]. This model could be compared to precedent agent
oriented architectures, also organized in a hierarchical
way [7]. The chosen architecture also adds a coordi-
nating system as the top of this architecture which in-
teracts mainly with the precedent upper deliberative
module, also inspired from other successful architec-
tures [13]. Finally, as we related to other collaborative
driving models, our hierarchical architecture was also
inspired by Tsugawa’s architecture [28] and other con-
cepts coming mainly from the PATH project [17]. The
resulting architecture has three major layers: guidance
layer, management layer and traffic control layer, as in-
dicated in Figure 4.

The guidance layer has the function of sensing the
conditions and states ahead and around the vehicle
and activating the longitudinal or the lateral actuators.
For the sensing systems, inputs come from sensors for
speed, acceleration, raw rate, machine vision, etc. This
layer also outputs sensing data and vehicles state vari-
ables to the vehicle guidance layer and then receives
steering and vehicle velocity commands from the same
guidance layer. These considerations have lead us to di-
vide this layer in intelligent sensing and vehicle control
sub-layers as depicted in Figure 4. The vehicle con-
trol will be taken care of, by our collaborators at Sher-
brooke University [11].

The management layer determines the movement of
each vehicle under the cooperative driving constraints
using data from (a) the guidance layer, (b) vehicles co-
ordination constraints through the inter-vehicle com-
munication, (c) the traffic control layer through the
road-vehicle communication. To determine the move-
ment of each vehicle under the cooperative constraints,
this layer needs to reason on the place of the vehi-
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Figure 4. Hierarchical architecture.

cle in the platoon when this platoon remains the same
(intra-platoon coordination), and its place in a new pla-
toon when this platoon changes (inter-platoons coordi-
nation). The first type of coordination is handled by
the networking module and the second by the linking
module, together forming the coordination sub-layer.
Generally, the task of the linking module is to com-
municate with the traffic control layer to receive sug-
gestions on actions to perform. Resulting from these
suggestions, the agent’s linking module will try to co-
ordinate inter-platoon actions like: join, split and lane-
change. This layer is also responsible of maintaining
a safe inter-platoon distance which will also define a
desired velocity and inter-vehicle spacing for platoon
members. This intra-platoon policy will be maintained



using the networking module, which is responsible of
the intra-platoon coordination and thus, the platoon
formation. Finally, the management layer should also
maintain a platoon formation plan, a task which is de-
voted to the planning sub-layer.

The traffic control layer is a road-side system com-
posed of infrastructure equipments like sign boards,
traffic signals and the road-vehicle communications as
well as a logical part including: social laws, social rules,
weather-manners and other ethics (more specific to
Canada), etc.

4. Communication and Coordination

methodologies

Communication has shown its value in Collabora-
tive Driving Systems (CDS), by providing faster re-
sponse time, more efficiency and safety [31], but we
must define the most efficient way of using it, in order
to take full advantage of this technology. The differ-
ent possible communication methodologies for the pla-
toon of vehicles are implemented in the coordination
sub-layer of Figure 4. For the coordination of the pla-
toon and its two main manoeuvres: split, merge, we de-
scribe four models and outline their differences in sec-
tion 5. The models we decided to compare were taken
in part from projects as PATH [30], which have mostly
used platoon architectures centralized on the leader, al-
though some decentralized models were presented [6].
But we bring this decentralization even forward, to fi-
nally come with a novel approach to inter-vehicle co-
ordination in CDS: teamwork for driving agents. We
must also specify that in each of these approaches, the
guidance and control systems are decentralized for ev-
ery vehicles involved [11].

Four possible coordination models are presented on
Figure 5, starting by the simplest centralized concept,
followed by architectures acquiring more autonomy,
and thus, decentralization through teamwork theories.
Figure 5 highlights the inter-vehicle communications
involved in each model, for both the split and merge
tasks.

4.1. Centralized Platoons

A centralized platoon means that the task of com-
munication executed to coordinate the vehicle forma-
tion is centered on one vehicle: the leader. In this case
the leader is the head vehicle of the platoon, and as
mentioned earlier, this vehicle is driven by a human
(simulated) in our first phase of development. To main-
tain the platoon formation, the leader is the only en-
tity that can give orders, in which case the followers
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Figure 5. Four coordination models of the
merge and split task.

only apply requested changes. During a split manoeu-
vre, three vehicles are involved: the leader, the splitter,
the vehicle following the splitter (if it exists). During
a merge, the same configuration of vehicles is involved:
the leader, the merger, the vehicle which will follow the
merged vehicle (if it exists). For both of those manoeu-
vres, the merger or splitter will communicate its need
to do a manoeuvre, and then the leader will give re-
quests for inter-vehicle distance, change of lane, meet-
ing point or velocity to involved vehicles. For the merge
task, we have defined two sub-models. The first one
simplifies the task and involves only two vehicles, by
requesting the merging vehicle to always merge at the
end of the platoon. In a second model, the leader will
specify the optimal in-platoon merging position, con-
sidering the merging vehicle’s position (parallel to the
platoon). Thus, this model will involve three vehicles,
if the merging vehicle’s position is in front or farther
than the platoon’s tail vehicle.

4.2. Decentralized Platoons

In the concept of a decentralized platoon, the leader
is still the platoon representative, but this is only for
inter-platoon coordination. Thus, every platoon mem-
ber has a knowledge of the platoon formation and is



able to react autonomously, communicating directly
with each others. An agent’s common knowledge is ini-
tialized when it enters the platoon and is updated us-
ing the broadcasted information about new vehicles’
merge or split (done at the end of such a tasks).

This model represents the simplest decentralization
approach and does not rely on any existing framework
or complex distributed plans, but tries to lower the
communications as much as possible with its simplicity.
In this model, the leader is only in charge of maintain-
ing the task safety by notifying others of any emergen-
cies, similarly to the centralized approach. For the split
manoeuvre only two vehicles are involved: the splitter
and the vehicle following the splitter (if it exists). For
the merge, once the merging vehicle has chosen a pla-
toon, only two vehicles are involved as well: the merger,
the vehicle which will follow the merged vehicle (if it ex-
ists). For those manoeuvres, we eliminate the interme-
diate that was the leader because every platoon mem-
bers have the knowledge of its platoon configuration.
Meaning that the vehicle following a splitting vehicle
knows that it is his task to create a safe inter-vehicle
distance. The same applies to the vehicle which is the
closest to the merging vehicle, which will react by in-
forming the merger about the right position to merge
in and by creating a safe merging gap.

4.3. Teamwork for Platoons

The decentralized model, previously presented, leads
us to a more organized decentralized concept, which
is the one of teamwork, gaining in popularity in the
field of Multiagent. This concept brings a more orga-
nized structure to the decentralization of our platoon
and provides utilities to maintain safety in the manoeu-
vres accomplishment. Using Team Oriented Program-
ming (TOP) [19] models, like STEAM [27], the platoon
members are assigned roles within a team hierarchy,
and team operators relating to those roles are defined,
in the same way as other agent’s plan architectures
[23]. The STEAM architecture also provides domain-
independent directives to support responsibilities and
commitments for teamwork. Thus, the teamwork strat-
egy results in most vehicles of a platoon to be involved
in tasks and communicate if necessary, as shown on the
dotted lines of Figure 5, representing “possible” com-
munication.

For the Auto21 project, we have defined three ma-
jor teams: the platoon formation, the split task team,
the merge task team. The first team, is a persistent
team, using persistent roles, for long-term assignments
as it is the case for the platoon formation. The two lat-
ter are task-teams using task-specific roles, for shorter-

term assignments, as those teams will not exist after
the task completion. Figure 6 illustrates the formation
used for a split task team, where the leaf nodes repre-
sent roles and in this case, the only internal node, for
the task observers, represents a sub-team. Moreover,
Figure 7 depicts the operators used by these formations
in a tree, similar to Soar’s plan hierarchy [23]. In the
tree’s hierarchy, team operators are surrounded by [],
while the other operators are standard individual oper-
ators. Those operators only define domain level plans,
as the coordination plans are handled by the STEAM
infrastructure. The mapping between the organization
hierarchy and the task hierarchy is done through the
previous role definition [27]. Thus the role assignment
of a driving agent will constrain his actions to the op-
erator hierarchy.

Split Team

Splitter Virtual Vehicle Gap Creator Safety Observers

Task Observers

. . .

Figure 6. Split task team’s role organization.
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Before going further in the team and task-teams def-
inition, let us explain how the STEAM infrastructure
will support the role and operators hierarchy. STEAM
is based on the joint intentions theory [15] and thus,
the precedent team operators can be seen as inten-
tions on which team members must commit, to begin
their execution. In our case, the joint intention of in-
serting a vehicle in the platoon comes when the mem-
bers of a merge task-team A mutually believe that
a vehicle i wants to merge the platoon. Thus in the
joint intention model, this situation could be denoted
as JPG(A, [Insert Vehicle]), meaning that the task
team A has the joint persistent goal of achieving the
team action of inserting a vehicle in the platoon. In
the precedent context, the joint intention model also
defines the precondition of the team plan [Insert

Vehicle], which is: the vehicle i is not currently in
the platoon, and its postcondition, which is: the vehi-
cle i is in the platoon. Furthermore, since the knowl-
edge of this precondition implies the formation of the
task team A, the mutual belief of the postcondition
will also imply the end of team A. The joint inten-
tion model also specifies a protocol to establish mutual
belief, known as the request-confirm protocol [24]. But
considering that in our case, the mutual belief will come
from a broadcasted (to the intended platoon) commu-
nication from the task initiator, we do not need such a
protocol.

To assure the team operators’ execution, the Team
Oriented Programming (TOP) infrastructure will force
team members to hold this operator and assure its co-
herence using STEAM’s Coherence Preserving (CP)
actions [27]. A CP action, seen as a communicative
act to inform others, will be used if the current oper-
ator is believed to be unachievable, achieved, or irrel-
evant. Another type of actions supported by TOP are
the monitor and repair actions which are used to pre-
serve the role constraints within the team. Those con-
straints can be specified as a combination of AND (

∧
),

OR (
∨

), or Role dependency (=⇒), which defines log-
ical relationships during the application of a team’s
sub-operators, relating to the agent’s role. Thus, the
achievement of the team operators will be monitored
using the logical relationships of its sub-operators.

Within the CDS domain, we have defined three main
teams, where the persistent team is the platoon forma-
tion. For this formation we only require two persistent
(long-term assignments) roles:

• A leader which is filled by the head vehicle and who
mainly communicates with others using Coherence
Preserving (CP) actions. Since the goal here, is to
maintain a stable platoon formation, an unsafe de-
celeration can be seen as a percept that could en-

danger the goal achievement, therefore influencing
the leader to inform others of this fact using CP ac-
tions. The probability of such a communicative act
will be discussed later.

• Followers is a role filled by all the platoon mem-
bers that are not at the head. In the current scenar-
ios, each vehicle is only equipped with a front laser
sensor, so the followers do not need to communicate
their percepts to the team. But other sensors, as a
rear sensor for the tail vehicle, would bring the fol-
lowers to possible communications. Thus, when fill-
ing this role, a vehicle only maintains the safe inter-
vehicle distance.

The merge task-team being similar to the split task-
team, we will only depict the merge. This team is cen-
tered around the [Insert vehicle] team operator,
shown in Figure 7, which is executed either as an in-
sertion at the end or an insertion within the platoon.
The insertion at the tale being simpler, we did not de-
tailed its branch in the operators’ hierarchy tree. As
shown in Figure 6, there are four different roles and
one sub-team involved in the split (similar to merge),
which are detailed as follows:

• A Merger is the role filled by the agent initiating
the merge team by broadcasting its will to merge
a platoon (vehicle L2 in Figure 3). The operators
restricting the merger’s actions are the ones within
the [Merge Platoon] team operator. The Move to

dynamic position operator will be used by the
merger when the task-team has the belief about the
entry position for the merging vehicle. This role also
uses the Follow virtual vehicle operator, which
is a virtual representation of L2 ’s future preceding
vehicle (F1 ). This virtual vehicle is followed by L2
before it actually senses the real vehicle with its laser.
Finally, the Change Lane operator is used here, to
switch to the platoon’s lane and complete the merge.
When the merger is stable in the platoon, a CP ac-
tion is broadcasted in order to manifest the achieve-
ment of the team’s goal. Considering those opera-
tors, the merger role has an AND relation (as de-
fined in STEAM) with the rest of the team, since its
performance is crucial to this manoeuvre.

• Gap Creator is a role taken by the agent driving the
vehicle behind the merging position, in the platoon
(vehicle F2 in Figure 3). Within this role an agent
defines the entry position for the merger, since the
vehicle it drives will be behind the merger after the
lane change. This role requires its filler to execute
the Maintain inter-vehicle distance operator,
which maintains a distance large enough to safely
fit a vehicle. Then it has to execute the Monitor



front gaps operator when the merger is changing
lane. A high gap between the last front vehicle per-
cept reading will indicate the arrival of the merg-
ing vehicle in the platoon. This will be followed by
a new inter-vehicle distance goal. This role’s opera-
tors are included in the [Merge Platoon] team op-
erator, since the aforementioned individual operators
are directly linked with the merger’s operators exe-
cution. For the role relations concerns, this role is
also in an AND relation.

• VirtualVehicle is a role that was introduced to assure
a stable task execution. This role helps the task ex-
ecutor, when it is in a different lane, to follow the ve-
hicle that was or will be in front of it. In the split and
merge tasks, this role is taken by vehicle number F1
from Figure 3. Within the [Split Platoon] team
operator, this role applies the Simulate Vehicle

operator that results in the communication of infor-
mation about its velocity, if it is modified after the
splitting vehicle has changed lane and before the split
task is over. Within the [Merge Platoon] team op-
erator, the same operator will be applied after vehicle
F1 has transmitted an initial representation of itself
to the merging vehicle. This role thus ensures a safe
entrance of the merger and eliminates the need to
create a virtual representation of the merger to help
its future preceding vehicle (F2 ). Indeed, since vehi-
cle F2 is filling the Gap Creator role, which forces
him to respect a safe gap with F1, and the merg-
ing vehicle is also keeping distance with the virtual
representation of F1, both have the same reference.
Thus eliminating the need to create a virtual vehi-
cle for the Gap Creator (F2 ). As its predecessor, this
role is in an AND relation for the [Insert platoon]

operator.

• Safety Observers is a role taken by one or more
agents. The constraint on the role fillers, is that they
must be in a position ahead of the task executor’s po-
sition, so they can monitor dangers in advance. Using
the communication selectivity presented next, agents
in this role will communicate their belief about dan-
gers or unsafe deceleration to others, taking in ac-
count the dangers of sudden movements during a
task execution. Agents filling in this role conjointly
execute the [Monitor task safety] safety team
operator, therefore executing observation plans indi-
vidually. This role can be filled in by multiple agents,
which have an OR relation. The combination of the
Safety Observers’ operators with th rest of its team
is done using a (=⇒) role dependency. This means,
that the execution of the three precedent roles is cru-
cial to achieve the goal and maintain this role, but

the execution of the Safety Observer role is not crit-
ical.

The Selective Communication (SC) actions taken
from STEAM, is close to Tambe’s latest infrastruc-
ture: COM-MTDP (Communicative Mutiagent Team
Decision Problem) [20]. The latter infrastructure con-
siders communication selection’s optimality, as op-
posed to STEAM, which uses decision-theoretic com-
munication selectivity. These SC actions are used
to synchronize mutual beliefs within the execu-
tion of team operators. A SC action thus verifies if
a communication within a team must be done, ac-
cording to the domain’s communication costs and
benefits. Not only that, but the selective communica-
tion also verifies the likelihood that the information
it wants to communicate, is already common knowl-
edge. For the precedent merge task-team, the agent
that fills in the Virtual Vehicle role will commu-
nicate changes to its virtual representation (a new
velocity for example) if it believes that the merg-
ing vehicle does not pick him up on its sensor and
that this velocity change is important enough. To il-
lustrate this situation, Figure 8 shows a decision
tree representing the Selective Communication de-
cision the agent must take, as part of the STEAM
framework [27]. The first 2 branches represent the
choice of communicating or not, which are then di-
vided by the probability ρ that the information (belief)
it wants to communicate is not known by its team-
mates. Furthermore, a third pair of branches is added
to specify the probability σ that this information op-
poses a threat to the execution of the current team
operator. This last probability represents the signifi-
cance of the new information compared to the current
mutual belief, for the current team operator. As op-
posed to the general use of SC actions proposed in
STEAM, we will not use them for task-team forma-
tion and dissolution. This means that SC actions will
not be used for the Coherence Preserving (CP) ac-
tions, which notify of the [Insert vehicle] and
[Remove vehicle] operators’ achievement or cre-
ation. Thus, SC will be used to apply a selection
over the communication sent to maintain mutual be-
liefs during the execution of a team operator. By
relating to the previous example using the Virtual Ve-
hicle, this agent will use the tree defined in Figure 8 to
make a decision on wether it will communicate an up-
date on its position, thus synchronizing the team’s
belief on its virtual representation. To make this de-
cision it must verify if the expected utility of making
this communication EU(C) is higher than the ex-
pected utility of not communicating EU(NC). EU(C)
is defined as:



EU(C) = S − (Cc + (1 − ρ) ∗ Cn)

Which is a reward S for synchronization of the
team’s belief during the execution of a team opera-
tor, minus the Cost of communication Cc and the Cost
of nuisance Cn. Cn is used in probability 1− ρ, which
is the probability that the information to communicate
is already known by the team. EU(NC) is defined in
the same way:

EU(NC) = S − (ρ ∗ σ ∗ Cmt)

Where the Cost of nuisance is replaced by Cmt:
the cost for miscoordination. These two definitions
give us the equation to make a decision on the Se-
lective Communication, thus communicating when the
EU(C) > EU(NC), i.e., iff:

ρ ∗ σ ∗ Cmt > (Cc + (1 − ρ) ∗ Cn)

In the merge example, the cost for communication is
higher than normal, since more communications are in-
volved during a manoeuvre and we do not want to satu-
rate the network. Then, if the vehicle F1 has to modify
its velocity during the merge, the probability ρ that this
new information on F1 ’s velocity is commonly known,
will mainly depend on the probability P(L2,F1 ) that
the merging vehicle L2 has F1 in its sensor’s range (if
it is in the platoon). Furthermore, probability σ that
this information opposes a threat to the merge manoeu-
vre depends on the difference between F1 ’s knowledge
about its velocity and the team’s belief. If the team is
highly out of synchronization, the agent will communi-
cate at a higher probability. Finally, the Cmt and Cn

costs will be set to an average-low value for this task.
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Figure 8.Decision treewith probability and re-
wards for communicative acts.

This kind of decision-theoretic selector being part
of the TOP framework, we will be using it within all
of the teams and roles presented earlier. Team knowl-
edge relating to sub-operators’ pre/post-conditions will
be awarded a great value for σ and Cmt to insure
the communication of this type of information, even
though agents may have doubts on the team’s be-
lief about it. Moreover, these probabilities should be
adapted through testing, like it has been done for do-
mains like the RoboCup soccer challenge [18], where
data traces of team behaviors were used to learn prob-
abilities distribution. This approach proposes an offline
learning approach on patterns of communication within
the team, that can be applied to specify the probabili-
ties of the SC operators.

5. Evaluation and Results

To develop the previous theory on coordination
strategies, we have used an agent development toolkit
called JACK Intelligent AgentsTM[1] which supports
the Belief Desire Intention (BDI) agent model [21], as
well as teamwork related strategies. In the TOP vi-
sion relating to the STEAM model, a non-negligible
advantage is the reusability and flexibility of the oper-
ators [27], since it contains many infrastructure rules
that are not directly related to the domain level. Thus,
using JACK’s vision of agent’s capabilities, related to
plans and beliefs, we managed to develop collaborative
driving teams that follow TOP models. It must be men-
tioned that Agent Oriented Software (AOS), who de-
velops JACK, also developed an extension called JACK
TeamsTMthat supports the vision of shared plans and
beliefs, and team formation using roles. Although this
extension to JACK looks promising, it is not complete
at the moment and lacks a lot in documentation to re-
alize dynamic task-team formation as described in this
paper. Therefore, we have developed our own TOP ex-
tension to Jack, although it will possible in a near fu-
ture to merge to AOS’ new extension.

The coordination models presented in section 4 have
been implemented according to the architecture pre-
sented in Figure 4. We show as an example in Figure
9, the results we got in the average coordination of a
vehicle exit (split manoeuvre), using a centralized co-
ordination (in a thin red line) as opposed to the team-
work model of coordination (in a bold blue line). This
graphic shows results using the splitter’s (vehicle F2 in
Figure 3) data and the splitter’s preceding vehicle’s (ve-
hicle F3 ) data. The precedent vehicle senses the split-
ting vehicle and has to adjust from its departure by
keeping a safe gap until the splitter is safely out. The
solid lines present the difference between, the front dis-



tance between this vehicle and its front vehicle (split-
ter), and the safe front distance. This safe distance is
defined by a gap in time between vehicles that agents
should respect to insure security. In addition, the dot-
ted lines only show the inter-vehicle distance from F3 ’s
sensor, without applying a difference. Around time 14,
vehicle F3 has to create a larger and safer distance
with the splitting vehicle, so the solid lines drop, but
are readjusted within almost 10 seconds. The second
outlined step arrives at time 30, and 27 for the team-
work, when the splitter has went out of range of vehicle
F3 ’s laser. At this moment, the sensed distance raises
on the dotted line, but there is no gap considering the
distance defined as safe (solid lines). Before the split-
ter has stabilized itself on the next lane (time 37 or 34),
the gap creating vehicle of the centralized model does
not manage to keep the safe distance and has a differ-
ence of 2 meters with the safe distance by the end. On
the other hand, the splitting vehicle modelled with the
teamwork coordination is using communications from
vehicle F1 through teamwork rules, to maintain his vir-
tual representation and follow it after it has changed
lane, thus helping its following vehicle to maintain the
right safe distance. This approach gives much better re-
sults, since the difference with the safe distance does
not go higher than 0.5 m. When the splitter is stabi-
lized, the distance qualified as safe drops to the nor-
mal intra-platoon distance. At that moment, the vehi-
cle is at 17 meters (length of the gap created by the
vehicle that left) from the safe distance, reached by
the end. This graphics also shows that using a team-
work model, information is exchanged faster since mes-
sages do not have to go through the leader, which re-
sults in an overall faster response time of three seconds
by the end of the task.

The implementation of four different coordination
strategies leads us to conclusions concerning their re-
spective advantage and disadvantage. First, as men-
tioned in section 4.1, a fully centralized coordination
at its simplest version was developed. This approach
is centralized on the leader and only allows the merg-
ing vehicle to enter at the platoon’s tail. Second, we
developed another model which was centralized on the
leader, but allowing entrance anywhere inside the pla-
toon. In the third approach, the coordination is decen-
tralized, so the vehicle executing the manoeuvre only
has to coordinate itself with the vehicle directly con-
cerned by this task. Thus, a splitting vehicle will only
communicate with its rear vehicle to create a gap and
leave the platoon, and a merging vehicle will only ex-
change messages with the closest platoon member vehi-
cle, so it can create a gap for him to merge. The fourth
approach uses the previously detailed teamwork model.
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Figure 9. Inter-vehicle distance with the split-
ting vehicle.

Strategies on decentralized approaches are still un-
der development and extensive simulations including
multiple platoons to increase traffic density will have
to be done to improve our results and the choice be-
ing done in the end. But using the preliminary results,
presented in Table 1, we show each of the four mod-
els used for both a split and a merge, divided in four
rows. We compared on the first pair of column, the av-
erage total amount of messages exchanged by vehicles
during the manoeuvre. On the second pair, we com-
pare the amount of plans taken to develop the Coor-
dination layer of our architecture, shown in Figure 4.
Those plans were defined using JACKTM[1], and rep-
resent contextual rules of applications for communi-
cation and actuation. The amount of messages calcu-
lated for the merge task consider that the merging ve-
hicle had already chosen his platoon and is ready to
merge. Those four models advantage and disadvantage
are summarized as follows:

1. The first centralized model (Hard-Centralized) is
very benefic on the amount of messages it exchanges.
But the major disadvantage is the traffic density it
creates, as it must reach the platoon’s tail by ei-
ther accelerating or decelerating (considering his po-
sition), thus creating traffic waves and diminishing
the highway’s capacity.

2. The second centralized model suffers from the
amount of messages it encounters, as the leader
redirects all the messages within the platoon. More-
over, in average, more than three quarters of the
messages were sent or received by the leader, cre-
ating a bottleneck for this vehicle. The central-
ized model does not require the followers to keep



a platoon knowledge, which helps lowering com-
munications compared to decentralized models. As
for the previous model, the centralized coordina-
tion uses static coordination protocols supported by
the leader, which has the disadvantage of not al-
lowing much flexibility on the coordination of unex-
pected situations.

3. The standard decentralized approach uses less mes-
sages but is a lot less safer than the other approaches.
This fact will be proven using further simulations,
but since it always uses only two actors, and no vir-
tual vehicle (as mentioned for the teamwork model
in 4.3), this approach would have to compensate by
using more sensors to attain the level of safety of
the teamwork model. This model also needs to com-
municate to initialize and maintain common knowl-
edge within the platoon, but since the “updates” on
knowledge are done through a broadcast, it does not
require much more messages.

4. In the teamwork model, we managed to use an
amount of messages that is in the average of the three
other approaches. It must be mentioned that this
number varies more than in the other models, from
different contextual simulations, because of the selec-
tive communications. Furthermore, only the team-
work model implemented the virtual vehicle, which
explains a higher number of messages. Then, using a
TOP model implemented with the STEAM vision in
JACK, even though there are more actors for a safer
approach, we do not need much more plans than the
standard decentralized approach, which was not de-
veloped using generic plans. Moreover, TOP uses less
plans than the decentralized model, developed in a
more functional vision, in which more plans are re-
quired to handle uncertainty, compared to STEAM’s
vision. Compared to the decentralized model, the
TOP framework is in charge of the platoon’s belief
(common knowledge) and manages to handle better
the communications required for this matter. At last,
as it was mentioned for the decentralized model, the
advantage of this coordination model would be at-
tenuated if the vehicles’ communications would not
be done through broadcast, since we need to main-
tain common beliefs within the platoon.

6. Conclusion and Future Work

Collaborative driving is emerging in the ITS do-
main and its need for communication is obvious. As this
paper presented, building an autonomous driving sys-
tem on a strong architecture giving a wide latitude to
the coordination strategies enables us to use different

Nb Messages Jack Plans
Coordination Merge Split Merge Split

Hard-Centralized 7 7.5 12 12
Centralized 11.5 8 20 13

Decentralized 8 5.5 12 9
Teamwork 8.75 6.75 14 10

Table 1. Total of messages and plans used by
coordination model

inter-vehicle communication models. From these mod-
els, we have presented and tested four different strate-
gies, for which advantage and disadvantage were pre-
sented. The coordination model based on teamwork
presented great avenues considering the flexibility and
safety insurance at low communication cost. In addi-
tion, the decision theoretic communication selection al-
lied with STEAM’s Coherence Preserving actions en-
ables us to define a more generic view of the plans, and
provides code reusability and flexibility.

The Collaborative Driving System presented in this
paper could be used in a fully autonomous system,
using vehicles equipped with longitudinal and lateral
guidance system. But within the presented scenarios,
we did not specify if the lateral control was automated
or a simulation of a human driver, thus we are are
still opened to both avenues. This collaboration sys-
tem could then be used in a navigation system inside a
car as an Adaptive Cruise Control, which would more
easily acquire the public’s favor. Furthermore, these
collaborative driving strategies will be used within a
simulation of the Canadian climate environment, thus
demonstrating the application of CDS to snowy roads,
conjointly with the required ITS infrastructure.

We will continue improvements on the longitudi-
nal guidance system that could enable us to lower
the communication probabilities in the selective com-
munication decisions of the Team Oriented Program-
ming (TOP) infrastructure. The different coordination
strategies will be further extended and many more sce-
narios involving uncertainty will be taken into account
using the simulator. We will look at RMTDP role re-
allocation strategies and machine learning applied to
decision making on communications, to improve the re-
sults involved in those new simulation scenarios.
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